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Executive Summary 

This document describes the key drivers for full network convergence between fixed and 
mobile networks. Full network convergence is defined in the introductory section as the 
ñfull integration of fixed and mobile access networks into a single end-to-end architecture, 
supporting a single set of identities, common authentication, seamless handover and 
simultaneous access across any access technologiesò. Seamless user experience and 
efficiency are the main benefits of full network convergence. 

The document describes several of the existing mechanisms that achieve some form of 
(partial) network convergence, together with their main capabilities and examples of use 
cases where they can be applied. 

The authors see the 5G System being an opportunity for industry to define a fully 
converged fixed and mobile architecture that can deliver, amongst others, the use cases 
presented in this paper. The document explains some of the ongoing efforts in standards 
bodies to fulfil that vision. A number of key technologies for 5G were investigated 
including network slicing and caching mechanisms.  

A converged 5G system could enable operators to migrate their fixed and mobile 
customers onto a common platform if by doing so they are able to deliver both customer 
experience improvements and operational efficiencies. 

Most importantly, this document describes a number of architectural solutions to enable 
a 5G converged core network architecture: 

¶ A trusted architecture in which the UE and the UPF act as the points of 
convergence. 

¶ A trusted architecture in which the 5G Residential Gateway and the UPF act as 
the points of convergence. 

¶ An overlay solution which is less integrated with the core network than the 
previous two versions, which uses a Multi Access Proxy outside of the core and 
the UE as the points of convergence. 
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1 Introduction 

The 5G-Xcast project is focused on content distribution and delivery over 5G networks 
to address the continued growth of content services and requirements for point-to-
multipoint delivery. 5G-Xcast aims to define a unified delivery architecture which can 
dynamically exploit unicast, multicast and broadcast delivery modes as well as local 
caching. 5G-Xcast technologies will be fundamental in the progression towards a 
converged 5G architecture to provide a seamless user experience over fixed and mobile 
in this case for content delivery services. 

ñ5G-Xcast Deliverable D2.1 Definition of Use Cases, Requirements and KPIsò [1] has 
defined use cases that demonstrate and specify the applicability and requirements. At 
the same time, 3GPP on the mobile side and fixed network standardisation bodies on 
the other side (BBF, DVB) have been working on convergence. This deliverable provides 
the framework for 5G-Xcast in view of this work and the project requirements. This 
document will focus on the single operator scenario with regard to convergence. In this 
deployment scenario the single operator owns and operates the infrastructure i.e. the 
fixed network and the mobile network. The CDN could be owned by either the same 
operator or by a 3rd party CDN provider depending on the scenario being discussed.  

The telecoms industry is undergoing a major transformation towards 5G networks in 
order to fulfil the needs of existing and emerging use cases (e.g. as defined in [3]). 
Traditionally, fixed and mobile networks have been deployed as separate systems 
delivering independent but often similar services such as broadband, media and 
entertainment, messaging, voice and video communications, etc. The 5G architecture 
should seamlessly support both fixed and mobile access technologies under a fully 
converged end-to-end system in order to deliver future service requirements. 

There are many different definitions of fixed mobile convergence, including: 

¶ Products and services: combining fixed and mobile broadband on a single bill 

or service package. 

¶ Channels to market: reusing the same sales channels, marketing or branding 

to sell fixed and mobile services. 

¶ Customer service: having common contact centres and support channels 

across fixed and mobile services. 

¶ Platform convergence: reuse of common infrastructure, e.g. virtualisation layer, 

hardware or transport network resources across multiple services. 

¶ Network convergence: full integration of fixed and mobile access networks into 

a single end-to-end architecture, supporting a single set of identities, common 

authentication, seamless handover and simultaneous access across any access 

technologies. 

All forms of convergence above are expected to provide significant benefits to network 
operators. However, there are additional benefits that network convergence could offer, 
such as: 

¶ Improved and Seamless User Experience ï increased mobility, higher 

throughput (upstream and downstream), lower latency and jitter, higher reliability 

and faster provisioning are becoming key requirements to certain applications. 

The ability to seamlessly move between or simultaneously combine fixed and 

mobile access networks including indoor and outdoor deployments can help 

telecoms operators fulfil these requirements. Also, offering a unified set of 

identities and a consistent experience across all networks.  
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¶ Operator Benefits ï Further network optimisation, platform convergence can 

provide significant benefits in this space, however, full network convergence can 

improve operatorsô ability to make the best use of network assets, including often 

scarce access network resources, thus helping them to become more efficient 

when delivering services to a wider range of customers. Other benefits include 

the best use of networks, improved reliability, asset reuse, simplified OSS, new 

service and revenue opportunities, etc. 

[3] Provides further background information regarding the current approaches in regard 

to convergence.   

The rest of the document is structured as follows: 

Section 2 provides several user experience-driven service deployment scenarios that 

require network convergence. 

Section 3 describes several of the existing mechanisms that achieve some form of 
(partial) network convergence. It also provides a summary of these, together with their 
main capabilities and examples of use cases where they can be applied. 

Section 4 provides an overview of the fixed network architectures for both Fibre to the 
Cabinet (FTTC) and Fibre to the Premises (FTTP) deployments.   

Section 5 explains some of the ongoing efforts in standards bodies to fulfil the 
convergence vision. A number of key technologies are then considered; network slicing, 
caching technologies and seamless content delivery.  

Section 6 outlines the main architectural options for the 5G-Xcast converged network.    

Section 7 provides an overview of the considerations and approach required in order to 
achieve a converged broadcast network. 

 

Note that this document is written in conjunction with ñ5G-Xcast Deliverable 4.1 Mobile 
Core Networkò [4] and ñ5G-Xcast Deliverable 4.3 Session Control and Managementò [5]. 
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2 Deployment Scenarios 

There are several user experience-driven service deployment scenarios that require full 
ñnetwork convergenceò across fixed and mobile technologies. This section outlines some 
examples; Operators may have a number of different scenarios and drivers for 
convergence. The authors do not necessarily see these examples being ñmass-marketò 
today, however, some Operators may want to deploy these or other converged services 
to their subscribers in the future. These scenarios assume the case of a single network 
operator across fixed broadband and mobile networks. 

 

Figure 1 ï Convergence Use Cases 

The aim of these deployment scenarios is to deliver a seamless user experience. This 
includes the ability for the device to seamlessly move across different available access 
networks, without any user intervention, in order to deliver the best possible service 
experience in the most efficient manner for the Network Operator.     

 

2.1 Fixed Hybrid Access 

In this scenario the customer Home Gateway device has two WAN interface connections 
to the core network: a fixed broadband interface (e.g. xDSL, fibre, cable, etc.) and a 
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cellular radio access connection. All home devices connect to the network via the Home 
Gatewayôs LAN connections (e.g. Wi-Fi, Ethernet, etc.) and they are not visible to the 
Network Operator.   

The key advantages and value-add features that can be provided to the end user in this 
scenario are: 

¶ Simultaneous use of multiple access networks - This traffic scenario allows 

constant and simultaneous use of both fixed broadband access and cellular 

access in such a way that the end result data rate is close to the dynamic sum of 

both fixed and cellular data rates in a continuous manner.  A common 

implementation of this functionality would be to only use the cellular access when 

it is required i.e. for traffic peaks, as a load-balancing mechanism, or as a top-up 

as per Operator policy. 

 

¶ Bandwidth boost - This traffic scenario allows the on-demand use of cellular 

access to provide bandwidth boost to fixed broadband access.  Users can trigger 

the bandwidth demand according to number and type of applications, time of day 

and type of UEs. This allows users to control their tariffs and increase their QoE. 

For Operators it enables the ability to increase revenues by upselling dynamic 

and temporary on-demand bandwidth for a specific time duration with a higher 

QoE of content (e.g. AR+ 4K video game streaming vs. full HD). As a minimum, 

users should have the ability to select on-device turbo boost purchases via a 

smartphone app/webpage portal. 

 

¶ Failover with session continuity - Use of cellular access as failover mechanism in 

the case where fixed broadband goes out of service and vice versa.   

 

¶ Fast provisioning - Use of cellular access as fast provision service whilst users 

wait for their fixed broadband to be deployed or activated. 

 

¶ Symmetric bandwidth - This traffic scenario provides the end user with the same 

high data rates in the upstream direction as in the downstream direction. The 

faster uplink speeds can be used for cloud services, media and photo upload, 

etc. 

 

2.2 Mobile Hybrid Access 

In this scenario, it is the end device that has the two WAN interface connections to the 
core network. A radio access connection via the cellular network access and a Wi-
Fi/Ethernet connection via a fixed broadband gateway. In this scenario, the UE is fully 
visible to the core on both the cellular and fixed connections simultaneously.  

The key advantages and value-add features that can be provided to the end user are 
similar to the previous use case: 

¶ Simultaneous use of multiple access networks ï as above. 

¶ Bandwidth boost ï as above. 

¶ Failover with session continuity ï as above. 

¶ Symmetric bandwidth ï as above. 
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¶ Seamless mobility ï The device should be able to seamlessly transfer across 

different available access networks, without any user intervention, in order to 

deliver the best possible service experience in the most efficient manner for the 

Operator. 

¶ User centric policy implementation. 

¶ Bandwidth Utilisation. 

 

2.3 Hybrid Access over a Common Backhaul 

In this scenario a femtocell is physically connected to a fixed broadband gateway. The 
femtocell provides a cellular radio access connection and the fixed broadband gateway 
provides a Wi-Fi/Ethernet connection. Both access networks share the same fixed 
broadband backhaul. Users are able to access both Local Area Network services as well 
as network-provided private corporate services from either the Femtocell-provided 
cellular radio access or the Wi-Fi connection with the same user experience. In this 
scenario, the UE is fully visible to the core on both the cellular and wireless connections 
(i.e. the Residential Gateway is acting as a Relay Node).  

The key advantages and value-add features that can be provided to the end user are: 

¶ Unified set of identities - In this scenario an Operator shall be able to manage a 

unified set of identities for a single user in order to consolidate subscriber data to 

allow seamless access across fixed and cellular access networks, including 

cellular access over fixed broadband. 

 

¶ Consistent set of policies - In this scenario an Operator may apply a consistent 

set of policies (e.g. QoS and traffic management policies) to traffic belonging to 

a particular user across all networks, including cellular access over fixed 

broadband, in order to deliver a consistent user experience. 

 

¶ Same set of services - In this scenario once an Operator has identified a user, it 

may then grant that user access to a single set of services (e.g. VAS, parental 

controls, content, content optimisation and access to local services when 

appropriate) when using cellular, fixed or cellular over fixed broadband access. 

This has the advantage for the Operator to consolidate services, and for the end 

user with regard to constancy of service offering across all access types. 

 

¶ Access to Local Area Network services - Access to Local Area Network services 

(e.g. peripherals, content servers) shall also be possible from the Small Cell 

deployed in the customer premises. 

 

¶ Seamless mobility ï as above. 

 

Note: for the deployment scenarios outlined above there may be an additional delay 
introduced by the UE / CPE when processing multiple streams, a process that is non-
trivial.   
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3 Existing mechanisms for partial network 
convergence 

Standards bodies have either defined or are in the process of defining a number of 
architectural approaches to achieve different forms of network convergence between 
fixed and mobile technologies. This section outlines some of these approaches. 

Figure 1 below shows how the mobile hybrid access deployment scenario can be 
partially addressed by current technical solutions. 

 

Figure 2 ï Existing Architectural Options for Partial Network Convergence 

3.1 Radio Access Convergence 

A number of technical solutions have been defined to bring together different radio 
technologies, such as cellular (e.g. LTE) and wireless (e.g. Wi-Fi) to deliver 
improvements to the end user as a result of radio level ñdiversityò. These include 
increased capacity, throughput or improved mobility within the coverage area of the 
single cell or access point. This set of solutions requires a combination of fixed and 
mobile technologies together with some form of backhaul solution between the two radio 
access nodes: 

¶ Dual Connectivity is a capability where a UE can simultaneously connect to, 

and deliver traffic over, two different radio cells, typically a LTE macro and LTE 

small cell. The macro cell operates as the master, dynamically controlling how 

data is delivered to the UE over the two paths. 

¶ LTE Wi-Fi Aggregation (LWA) is very similar to Dual Connectivity except that 

the small/secondary cell uses Wi-Fi radio technology instead of LTE [6]. Typically 

the LTE base station (eNodeB) and Wi-Fi Access Point (AP) will be co-located. 

Both the Wi-Fi AP and the UE need to be LWA capable.  

¶ Licence Assisted Access (LAA) is a form of Carrier Aggregation (CA) where 

LTE protocols are carried over both the LTE and 5GHz Wi-Fi spectrum [6]. This 

needs to behave fairly with respect to Wi-Fi users. 
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¶ LTE WLAN Radio Level Integration with IPsec Tunnel (LWIP) is a similar 

approach to LWA except that the Wi-Fi infrastructure does not require upgrading 

[6]. Here, a Wi-Fi access point will connect to a LWIP gateway which then delivers 

traffic over an IPSec tunnel to the LTE eNodeB. Due to the nature of the 

interconnect between the Wi-Fi and LTE access, this can only operate at the IP 

flow level and not lower levels of the protocol stack like other approaches. 

¶ RAN-controlled LTE-WLAN interworking (RCLWI) allows the 3GPP RAN to 

instruct the UE to connect to the WLAN upon receipt of measurement information 

including Wi-Fi signal strength [6].  

¶ RAT multi-connectivity (MC) is envisioned as a way to tackle effects of 

increased losses and a worse coverage by connecting to multiple radio access 

technologies simultaneously, allowing users to benefit from each air interfaceôs 

advantages (e.g. LTE + 5G NR) [6]. 

3.2 Convergence of 3GPP and Non-3GPP Access 

3GPP has already defined a number of mechanisms to allow non-3GPP access networks 
(typically Wi-Fi) to be connected into an existing 3GPP core (e.g. EPC). These 
mechanisms allow for many different levels of integration between the two networks 
ranging from simple SIM based authentication on to a Wi-Fi network through to anchoring 
non-3GPP user plane traffic in the EPC including policy-based traffic steering. The 3GPP 
standards describe two types of non-3GPP access: 

¶ Trusted non-3GPP Access - where the fixed access network provides security 
of the traffic from the UE through to the mobile core. This approach requires some 
integration between the 3GPP and non-3GPP networks and so typically both will 
be owned by the same operator. 

¶ Untrusted non-3GPP Access - where a UE can access the mobile core through 
any non-3GPP network.  Here, it is the UEôs responsibility to ensure security 
through the non-3GPP access, which is achieved by delivering all traffic through 
a secure tunnel between itself and an evolved Packet Data Gateway (ePDG) 
residing in the mobile core. Typically, this approach is used at the application 
level (e.g. voice over Wi-Fi) where the application establishes the secure 
connection.  

3GPP has also defined a mechanism for operators to provide policy rules to a device in 
order to assist the process of discovering and selecting the most appropriate access 
network to connect to, as well as how to route traffic across multiple networks when 
applicable. The biggest challenge is finding a way to assist the mobile node to 
intelligently determine and select the most preferable Point of Service, anytime, 
anywhere so that users can get best access network for different individual data service. 
The function element involved in this mechanism is Access Network Discovery and 
Selection Function (ANDSF). ANDSF is a Core Network function within the EPC 
(Evolved Packet Core) which assists UEs in the discovery/selection of non-3GPP access 
networks (e.g. Wi-Fi) in their vicinity, and provides them with rules policing the connection 
to these networks.  

This functional element can send a set of policy rules with the UE over a dedicated 
interface, which the UE can use to decide which network(s) it should connect to from 
those that are currently visible.  

As mentioned above, there are also rules to assist the UE when routing traffic over 
different access networks. It is important to note that ANDSF rules for access network 
selection are at present focused on 3GPP versus non-3GPP access (e.g. 3GPP access 
takes priority over WLAN), allowing for prioritisation amongst WLAN networks available 
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(e.g. WLAN_X takes priority over WLAN_Y); however, it does not provide prioritisation 
between different 3GPP radio access technologies and specific WLAN networks (e.g. it 
does not allow for LTE to take priority 1, WLAN_X priority 2 and UMTS priority 3). It is 
also mainly based on static policies and does not provide a mechanism to transmit 
network conditions to the UE, relying on the UE to determine these for itself. 

ANDSF provides the following benefits: 

¶ Seamless Connectivity: 

A) Supports intelligent offload between 3G/4G to WI-FI and vice ï versa, 
by the operator that manages both networks 

B) Enables operators to support location based, time, UE profile, battery, 
signal strength based intelligent offload 

C) Intelligent enough to dynamically select optimal access points or select 
between the cellular or Wi-Fi network as the user moves to different 
location 

¶ Improved performance: 

A) Enable smart device to discover non 3GPP access networks (Wi-Fi & 
WIMAX) to enforce the user policies 

B) Saves battery life 

C) Help define roaming policy at operator / network level in co-ordination 
with HS 2.0 

¶ Enhance Customer Experience: 

A) User centric policy implementation 

B) Efficient bandwidth utilisation 

In addition to the above, the 3GPP RAN can provide RAN assistance information to 
the UE [7], [8] including 3GPP and Wi-Fi access rules and offload preference indicators. 
These can also be used by the UE to select the most appropriate access network to 
connect to. The way those policies interact with ANDSF policies is defined in [9]. 

Many of the mobile devices sold today are dual radio (i.e., include both cellular and Wi-
Fi radio) and are capable of using both radios simultaneously. However, most 
manufacturers do not enable this functionality by default due to the impact on battery life. 
As the battery life problems are resolved, simultaneous access to Wi-Fi and 3GPP 
means that there is the opportunity to direct certain services to Wi-Fi, and others to 3GPP 
access. However, as more and more devices are capable of operating on multiple 
technology types (e.g., 3G, 4G, Wi-Fi), the more important intelligent network selection 
and traffic steering becomes. 

To tackle this issue, ANDSF and its enhancement aims to provide policy driven intelligent 
network selection and traffic steering. A key enabler of this approach is the ability to 
implement an ANDSF client in devices that communicates with an ANDSF server in the 
network and supplies the ANDSF policy to the functionality in the device that performs 
network selection and traffic steering decisions. By distributing tailored policies to the 
ANDSF client, operators are able to steer traffic between Wi-Fi and cellular for better 
user experience and to allow better utilisation of network and radio resources. 

Currently, it is the understanding of the authors that ANDSF procedures have had very 
limited adoption in the devices market. The main limitations of the ANDSF approach are 
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that it is very detached from the real time application and content delivery direct 
performance needs (bandwidth, latency, reliability). However, there are some examples 
of ñapplication-basedò ANDSF implementations offering a set of limited functions. 

In addition, as mobile devices have become more intelligent, they are the entity that is 
most aware of actual network connectivity conditions (e.g. radio conditions, throughput 
over existing connectivity, etc.), and real-time conditions in the device (e.g. type of 
pending traffic, active applications, status of device including battery levels, etc.). With 
the combination of operator policy and network/device intelligence, it is now the device 
that is in the unique position to make the best determination of which traffic should be 
transported over what access type (e.g., Wi-Fi or cellular). 

The main drawbacks with this type of convergence is that still it very much depends on 
single operator, dual networks only, mostly resolves offloading but limited bandwidth and 
reliability benefits, non-awareness of application level performance and therefore the 
matching between bandwidth reliability and latency to actual application and content 
needs, limited mobility and implementation within the network(s) elements themselves. 

3.3 Overlay Convergence 

A number of solutions have emerged in industry looking to provide some convergence 
over the existing Fixed and Mobile core network infrastructure. In most solutions, a 
gateway is required to aggregate the traffic and can be deployed in either in the 
operatorôs network or in a 3rd Party Network. An application is needed in the UE to 
perform the aggregation function. A simple example of this type of convergence is 
through the use of Multi-Path TCP (MPTCP) as used by Appleôs Siri. There are varying 
levels of complexity and integration possible with this approach. The main reason to refer 
to these as ñoverlayò solutions is that they are not necessarily integrated into the existing 
fixed or mobile core (even if deployed inside the operatorôs network) but work as an 
overlay layer, typically using some form of tunnelling mechanism over existing, 
unmodified networks. Further, at these layers the real time application performance 
needs are visible to the algorithms and can be matched by the network connections real 
time performance.  

Other solutions provide convergence on top of the IP stack, just below the application 
layer. For example, solutions in which the bonding mechanism handles any IP 
connection and matches the actual application level performance, to the overall 
performance of all links in real time. 

For more information about overlay convergence, multilink and multi-connectivity please 
see 5G-Xcast D4.1 óMobile Core Networkô deliverable [4].  

3.4 Summary of Existing Partial Network Convergence Solutions 

Table 1 below provides a summary of existing solutions to deliver partial network 
convergence, including the capabilities that they deliver as well as some example 
deployment scenarios that they can be applicable to. 

Technology Capabilities  Example deployment scenarios  
Trusted non-
3GPP Access 

Offload traffic on to cheaper 
access, whilst providing same 
end user services and policy 
control. No specific changes 
required to UE 

Carrier Wi-Fi 
Fixed access network requires some integration 
with mobile core. Policy control of underlying fixed 
network is independent of mobile network 

Untrusted non-
3GPP Access 

Offload traffic on to cheaper 
access, whilst providing same 
end user services and policy 
control. Works over any fixed 
access network.  

Voice over Wi-Fi  
UE requires client to secure traffic to core 
network. Client configuration not straightforward, 
hence use tends to be application specific. 
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Dual 
Connectivity 

Carrier aggregation provides 
greater download speeds and 
resilience. 

Urban deployment 
Requires overlapping cells i.e. small cell 
deployment. Increased speeds only in downlink. 
Increased network and handset complexity.  

LWA Carrier aggregation provides 
greater download speeds. 
Offload of traffic onto cheaper 
access 

Enterprise deployment  
eNodeB and Wi-Fi AP need to be in close 
proximity. Increased speeds only in downlink. 
Increased network and handset complexity.  

LAA Carrier aggregation provides 
greater download speeds. 
Offload of traffic onto cheaper 
access 

Enterprise deployment 
Needs to behave fairly with existing Wi-Fi 
deployments. 
Increased network and handset complexity.  

LWIP Carrier aggregation provides 
greater download speeds. 
Offload of traffic onto cheaper 
access. No changes required to 
Wi-Fi access network. 

Enterprise deployment  
Increased speeds only in downlink. Increased 
network and handset complexity.  
Can only route traffic at the IP flow level. 

RAT multi-
connectivity 

Carrier aggregation provides 
greater download speeds.  

Requires overlapping cells Increased speeds only 
in downlink. Increased network and handset 
complexity. 

Multi-link Carrier aggregation provides 
greater download speeds, higher 
reliability. Offload of traffic onto 
cheaper access. No changes 
required to Wi-Fi access 
network. 

Requires new mechanisms of bonding in core 
network. 

Overlay Deployment is independent of 
network operator infrastructure. 
Dual connected nature offers 
resilience especially for mobility. 
Increased download speeds. 

Boosted broadband.  
Fast provisioning of residential Gateways. 
Personal Assistants (Siri) 
May only support certain types of traffic 
depending on approach e.g. MPTCP. Limited 
integration with underlying networks likely to 
affect performance.  

ANDSF Operator policies of assisting 
UEs in the discovery/selection of 
most appropriate access 
networks to provide them with 
rules policing the connection to 
these networks 

Public Wi-Fi 
Rules define prioritisation between 3GPP and 
non-3GPP access, Prioritisation of different 
WLAN access networks also supported. No 
support for priorities between specific 3GPP 
RATs and non-3GPP access networks. 

RAN-assisted 
WLAN 
interworking 

RAN-provided information to 
help the UE select the most 
appropriate access network to 
connect to 

Private Wi-Fi  
The cellular network may provide rules for the UE 
to select WLAN or cellular when appropriate. Two 
separate networks (WLAN and mobile) still have 
to be maintained. 

RAN-controlled 
LTE-WLAN 
interworking 

The Radio access network can 
steer the UE to connect the 
WLAN upon measurement report 
information 

Private Wi-Fi  
The cellular network may instruct the UE to 
connect to WLAN upon receipt of measurement 
reports. Two separate networks (WLAN and 
mobile) have to be maintained. 

Table 1 - Summary of Existing Partial Network Convergence Solutions 
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4 Fixed Network Architecture 

This section provides an overview of the fixed network architectures for both Fibre to the 
Cabinet (FTTC) and Fibre to the Premises (FTTP) deployments.   

4.1 Fibre to the Cabinet (FTTC) 

 

Figure 3 ï FTTC Architecture 

Figure 3 shows the FTTC architecture which is comprised of the following components: 

¶ Home Gateway (Router/Hub) ï This device has a WAN interface (VDSL) 
connection to the DSLAM. All home devices connect to the network via the Home 
Gatewayôs LAN connections (e.g. Wi-Fi, Ethernet, etc.)    

¶ DSLAM ï Digital Subscriber Line Access Multiplexer. The operatorôs DSLAM 
equipment will collect data from several home gateways and multiplexes the 
synchronised composite signal of both voice information and connection data. 
This traffic is routed through the backbone switch through an Access Network 
which connects through the Internet Backbone. The DSLAM is designed to simply 
network the connections as appropriate and provides an access point between 
the customer and the ISP.   

¶ OLT (Optical Line Terminal) ï This acts as the operator endpoint of a passive 
optical network (PON). It provides two main functions: 

o Converts the standard signals used by the operatorôs equipment to the 
frequency and framing used by the PON system. 

o Coordinates the multiplexing between the conversion devices on the 
other end of that network. 

¶ MSE / BNG ï Multi-Service Edge / Broadband Network Gateway - The access 
point for subscribers, through which they connect to the broadband network. 
When a connection is established between the Home Gateway and the BNG, the 
subscriber can access the broadband services provided by the operator. The 
BNG connects and operates subscriber sessions. During an active session, the 
BNG aggregates traffic from various subscriber sessions from an access 
network, and routes it to the operatorôs network. The BNG is deployed by the 
operator and is usually located at the first aggregation point in the network. The 
BNG manages subscriber access, and subscriber management functions such 
as: 

o Authentication, authorisation and accounting of subscriber sessions 
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o Address assignment 
o Security 
o Policy management 
o Quality of Service (QoS) 

4.2 Fibre to the Premises (FTTP) 

 

Figure 4 ï FTTP Architecture 

The FTTP architecture is comprised of the following components: 

¶ Home Gateway (Router/Hub) ï In the FTTP scenario, this device has a WAN 
interface (Ethernet) connection to the ONT. Both the Home Gateway and the 
ONT are collocated at the customer premises. All home devices connect to the 
network via the Home Gatewayôs LAN connections (e.g. Wi-Fi, Ethernet, etc.)    

¶ ONT (Optical Network Terminal) ï is used to terminate the fibre optic line, 
demultiplex the signal into its component parts (voice telephone and Internet 
access), and provide power to customer telephones.    

¶ GPON Splitter ï Splitters are installed in each optical network between the OLT 
and ONT that the OLT serves. The splitter can be deployed in the central office 
(CO) alongside the OLT, or it may be deployed in a cabinet closer to the 
subscribers. Passive optical splitter plays an important role in Fibre to the Home 
(FTTH) networks by allowing a single PON network interface to be shared among 
many subscribers.  

¶ OLT (Optical Line Terminal) ï as above.  

¶ MSE / BNG ï Multi-Service Edge / Broadband Network Gateway ï as above.   
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5 5G Network Convergence Architecture 

5.1 Ongoing Work in 3GPP 

There are a number of Release 15 3GPP activities in this space and this document will 
focus on the following activities: 

¶ Study Item on Media Distribution in 5G 
o Study of existing and new 3GPP media services and how they are 

mapped on the new 5G System and Architecture. Baseline architecture is 
Release 15 (no Wireless / Wireline convergence considered). 

¶ Study on the Wireless and Wireline Convergence 
o Study on how to enhance the common 5G core network defined in 

TS 23.501 [10] and TS 23.502 [11] in order to support wireline access 
networks and Trusted N3GPP. 

¶ Study on Access Traffic Steering, Switching and Splitting 
o Study on harmonised traffic handling across 3GPP and non-3GPP 

accesses, considering both untrusted and trusted non-3GPP access. 
 

5.1.1 Study Item on Media Distribution in 5G 

5.1.1.1 Use Cases 
3GPP SA#76 (June 2017) has approved an SA4 Study Item on Media Distribution in 5G 
(acronym: FS_5GMedia_Distribution). The study item is based on the Feasibility Study 
on New Services and Markets Technology Enablers (SMARTER) which was 
documented by SA1 in 3GPP TR 22.891 [12]. The results of the study, that is currently 
still in progress, will be published in 3GPP TR 26.891 v16.x.y . 

Among others, the following use cases from TR 22.891 will have a significant impact on 
the media handling procedures to enable them: 

1. Broadcast 
a. Broadcasting Support (5.56) 
b. Ad-Hoc Broadcasting (5.57) 
c. Broadcast/Multicast Services using a Dedicated Radio Carrier (5.70) 

2. Mission Critical Communications (5.3) 
3. Virtual Presence (5.11) 
4. Vehicular Internet and Infotainment (5.53) 
5. Other Generic Use Cases that are motivated by media services 

a. Network Slicing (5.2) 
b. Best Connectivity per Traffic Type (5.26) 
c. On-demand Networking: streaming video in a stadium (5.7) 
d. Flexible Application Traffic Routing: AR application with edge computing 

(5.8) 
e. Multi-Access Network Integration: multi-path e.g., with Wi-Fi and 5G 

simultaneously (5.27) 
f. In-network and device caching (5.36) 
g. ICN-based Content Retrieval (5.38) 

Emerging from the SMARTER study, 3GPP TR 22.863 [13] documents a feasibility study 
on New Services and Markets Technology Enablers and then specifically on Enhanced 
Mobile Broadband (eMBB). Section 5.6 in 3GPP TR 22.863 describes the scenario for 
fixed-mobile convergence, which is also described in section 5.3 in the present 
document. 
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3GPP TS 22.261 [14] specifies the 5G system for release 16, which contains only the 
requirements intended for media distribution for linear TV services (6.13).  

Most of these requirements have already been met in the 4G system and none of these 
requirements address convergence. Other requirements for media distribution will follow 
in a later release.  

At the time of writing, the SA4 study item on Media Distribution in 5G will address the 
service aspects, both on the network side and the UE side, and also architecture aspects 
in liaison with SA2, based on the SA1 study in TR 22.891. The study on Media 
Distribution in 5G is documented in 3GPP TR 26.891. 

5.1.1.2 Mapping to 5G System Issues 
Section 4 of 3GPP TR 26.891 provides a general overview of the 5G architecture, while 
section 5 analyses the mapping of existing media services based on the potential 
extended architecture as shown in Figure 4. 

 

Figure 5 ï Media on 5G System Architecture 

In mapping media distribution services to the 5G system, the following issues have been 
identified, for which a set of solutions will be investigated as part of the study: 

¶ On what grounds shall a UE be redirected to an appropriate edge cache, which 
cache is the appropriate cache and how long shall this redirection remain valid 
(when the UE moves)? 

¶ The xMB interface, accessible over NEF, may need to support signalling of DNS 
entries of edge caches and other relevant information for media handling. 

¶ An AF (e.g. XCF) may influence traffic routing in 5G networks. How are 3rd 
parties (e.g. CDNs) envisioned to use this functionality? 

¶ When SAND (or MultiLink) is deployed then how can it be assured that the 
resources are also actually available/reserved for these clients? 

5.1.1.3 Potential Mapping to 5G System 
The following table provides an initial mapping of the identified functions and the 5G 
system functions: 

Media 
Streaming 
Function 

5G System 
Function 

5G System 
Interface to 

Description 
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Streaming 
Server -  
Control Plane 

AF (XCF) NEF The streaming server may reside within the MNO's 
network as a dedicated application function or it 
may reside externally and interact with the 
network through the NEF. 

Streaming 
Server ï User 
Plane 

AF (XUF) UPF Media data flows through the DN to the UPF 
directly or through one or more AFs. In the latter 
case, the AF may act as if it were the origin 
server. 

Capability 
exchange 

AF/UDR 
(XCF/UDR) 

 The user data repository function may be used to 
store device profiles and user preferences. 
Alternatively, this may be performed by an AF. 

QoE reporting AF  A reporting server may be implemented as an 
application function within the operator's network. 

Networked 
bookmark 

UDR/AF   Bookmarks may be stored as part of a user profile 
that is accessed through a dedicated networked 
bookmark application function. 

DRM protection AF/AUSF  The license server will usually be implemented as 
a dedicated application function. The 
authentication server function may fulfil this 
functionality or support the DRM AF. 

Scene 
description 

AF  Scene description may be offered through an 
HTTP server that is implemented as an AF. 

Network 
support 

AF NSSF Congestion marking and SAND functionality may 
be offered through an AF in concert with the 
network slice selection function. The NSSF will 
assign a dedicated slice that understands the 
nature of the service and offers adequate network 
support. 

DNS  NRF The repository function may be configured to 
perform appropriate DNS resolution to locate 
media resources and serve the content through 
the closest edge server. 

Load balancing  SMF/NRF Session management is used to assign a session 
to the most appropriate end point. NRF may also 
be used to perform load balancing. 

Content 
distribution 

AF  CDN nodes are implemented as application 
functions that operation at the application layer 
and support the requested protocols (e.g. HTTP). 

QoS 
management 

 PCF The PCF in conjunction with other functions will 
ensure appropriate QoS allocation to the network 
slice that is assigned for the session. 

Table 2 ï Potential mapping of Media Streaming Functions to 5G System Functions 

 

5.1.1.4 External Interface Aspects 
To address the gaps identified in section 5.1.1.2 on OTT SAND deployments, it may be 
desirable to enable mechanisms that expose real-time network information from the 
operator network to an OTT DANE. As one potential solution to realise this goal, ETSI 
MEC APIs 009 - 011 can be considered. An OTT DANE may then use the real-time 
network information towards deriving the relevant SAND PER messages, as defined in 
3GPP TS 26.247 [15]. 

5.1.1.5 API Aspects 
Section 7 in the study documents a few use cases relevant for media distribution in the 
context of 5G that are relevant for Device API aspects. It is proposed that 5G Media 
addresses different device APIs: 

¶ APIs that enable access to functions that are defined by 3GPP and are device 
internal 

¶ APIs that enable to abstract complex 3GPP network functions with abstracted 
APIs that can be accessed by third-party applications 
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It is also recommended that 3GPP devices in 5G media provide a consistent support for 
capability discovery. Suitable options may be: 

¶ Media Profile capability API 

¶ ISO BMFF API  

Any work on MIME parameters extensions may be considered if progressed. 

5.1.1.6 Conclusions from 5G Media Distribution Study 
The following list summarises the 5G aspects and functions that are relevant for media 
distribution and discusses the missing enablers to offer full usability: 

¶ AF: Application Functions (i.e. XCF and XUF) play a key role in media distribution 
over 5G. Different media streaming functionality such as session control, media 
data caching and delivery, QoE reporting, MooD, etc. will be realised as AFs. 
Network assistance, such as SAND and congestion marking, are also offered by 
AFs in collaboration with other 5G functions such as the PCF. It is however not 
clear how the AF is instantiated and controlled by the content provider in a secure 
way.  

¶ NRF: Some of the media distribution functions require that the traffic is routed 
through the AF, which can for instance be achieved through appropriate DNS 
resolution. To enable this, appropriate DNS configuration is required. It should be 
possible for the content provider or the AF to influence the DNS resolution and 
traffic routing to process data locally.  

¶ QoS Management: the 5G System offers a set of standardised 5QI profiles and 
allows for non-standardised 5QI definition. QoS profiles can be matched to traffic 
and special treatment will then be applied to the traffic. Media distribution services 
should be able to define and apply QoS profiles to their traffic based on 
agreements with the operator. 

¶ NEF: media distribution services over 5G systems may benefit from plenty of new 
functionalities offered by the 5G system. However, this requires that the service 
provider is able to influence the way its traffic is handled. Appropriate NEF APIs 
are required to enable the service provider to adjust DNS resolution, traffic 
handling, traffic processing, QoS, etc. 

In addition, 3GPP has an ambition to define a single end to end architecture that can 
support fixed and mobile access networks in Phase 2 of their 5G specifications [16]. 
Presently, the 3GPP System Architecture (SA) group has approved two work items that 
can help to achieve this goal: 

¶ Study on the Wireless and Wireline Convergence (see section 5.1.2) 

¶ Study on Access Traffic Steering, Switching and Splitting (see section 5.1.3) 

5.1.2 Study on the Wireless and Wireline Convergence  

The (3GPP Release 16) study on the Wireless and Wireline Convergence for the 5G 

system architecture [17], is looking to enhance the 5G core network specification to 

support wireline access networks and trusted non-3GPP access networks. It will include 

an investigation on whether existing 5G core network interfaces need to be modified to 

support wireline devices via wireline access networks. It will also consider aspects such 

as the impact on security, authentication, policy, Quality of Service, network slicing, 

mobility and session management. This study will take into account information provided 

by the Broadband Forum on wireless and wireline convergence (see section 5.2 about 

ongoing Broadband Forum work). 
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Figure 6 ï The architecture for 5GS supporting Hybrid Access and devices connected 
behind CPE/RG not supporting N1 

As shown in Figure 6, both the NG RAN and Wireline Access Network have a connection 
to the AMF, the UPF and the Residential Gateway. The Residential Gateway has N1 
connectivity to the AMF and the devices in the home environment do not support N1. 
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Figure 7 ï The architecture for 5GS supporting Hybrid Access and devices connected 
behind CPE/RG supporting N1  
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As shown Figure 7, both the NG RAN and Wireline Access Network have a connection 
to the AMF, the UPF and the Residential Gateway. The Residential Gateway has N1 
connectivity to the AMF and the devices in the home environment support N1. 

One key capability required to deliver a seamless experience to the end user is the 
automated discovery and selection of the most appropriate access networks for a UE to 
connect at any given time. Existing and upcoming 3GPP mechanisms allow for access 
discovery and selection of 3GPP Radio Access Technologies (RAT). Additionally, as 
explained in section 3.2, ANDSF mechanisms support policy-driven static discovery and 
selection across 3GPP and non-3GPP access, with an option to include RAN-provided 
information in the decision. The authors of this paper expect 3GPP to review existing 
mechanisms and extend them to become more granular and dynamic (e.g. dependent 
on real-time network conditions). 

Note: Since the start of the 5G-Xcast project work has progressed in further in Release 
16 and the study now includes implementation details for IPTV support. The solution 
describes how to support the IPTV services without impacting the IPTV platform, 
including IPTV Authentication, IP allocation from IPTV network and the support of 
Unicast Packets transmission and Multicast Packets transmission without MBS support 
in 5GC and NG RAN. 

The 3GPP solution is based on establishment of a PDU session dedicated to an IPTV 
service where the IP address is assigned by the IPTV platform. The UPF performs the 
control of user to the multicast group via IGMP, packet replication and enforces the 
Channel Access Control of Multicast Channels. 

The solution provides two alternatives of Channel Access Control list Provision 
Procedure. 

¶ Alternative one: the Channel Access Control list is provided by IPTV SMS 
(Service Management System) in the IPTV network to the UDM in order to be 
included in the user subscription data via the Channel Access Control list 
Provision Procedure. 

¶ Alternative two: the Channel Access Control list is provided by IPTV SMS 
(Service Management System) in the IPTV network to the PCF to be included in 
3GPP policy via the Channel Access Control list Provision Procedure. 

 

5.1.3 Study on Access Traffic Steering, Switching and Splitting (ATSSS) 

This section is devoted to the analysis of ITU requirements and 3GPP 
documents. Analysing ITU-T Y.3130 ñRequirements of IMT-2020 fixed mobile 
convergenceò we can see, that requirements of session management for fixed 
and mobile convergence include:  

¶ An IMT-2020 FMC network is required to support traffic switching, splitting 
and steering between fixed access networks and mobile access networks 
on the network side.  

¶ An IMT-2020 FMC network is required to support traffic switching, splitting 
and steering on the user equipment side.  

 
These ITU requirements are mapped in 3GPP TR 23.793. Study on Access 
Traffic Steering, Switching and Splitting support in the 5G system architecture is 
described in [18]. 
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All solutions considered within TR 23.793 are based on and aligned with the 
3GPP 5GS Phase-1 normative work including work on policy management, as 
mentioned above documents in TS 23.501, TS 23.502 and TS 23.503. 
In particular, the document TR 23.793 considers solutions that specify the 
following: 

¶ How the 5GC and the 5G UE can support multi-access traffic steering 
between 3GPP and non-3GPP accesses. 

¶ How the 5G Core network and the 5G UE can support multi-access traffic 
switching between 3GPP and non-3GPP accesses.  

¶ How the 5G Core network and the 5G UE can support multi-access traffic 
splitting. 

 
The scope of TR 23.793 excludes the following aspects: 

¶ Changes to the charging framework are not considered. However, it may 
be considered what information needs to be provided to the charging 
framework in order to charge traffic that is switched and/or split between 
3GPP and non-3GPP accesses. 

¶ ATSSS procedures that may be applied in the NG-RAN are not 
considered. The study is restricted only to ATSSS procedures applied in 
the 5G core network. 

¶ 5GS enhancements to support trusted non-3GPP access networks are not 
considered. 

¶ 5GS enhancements to support wireline access networks are not 
considered. 

 
The study in this document is organised into two phases.  

¶ Firstly ATSSS solutions enabling traffic selection, switching and splitting 
between NG-RAN and untrusted non-3GPP access networks will be 
considered. 

¶ Afterwards, once the 5GS architecture will be further enhanced to also 
support trusted non-3GPP access networks the study will also consider 
ATSSS solutions enabling traffic selection, switching and splitting between 
NG-RAN and trusted non-3GPP access networks. 

 

5.1.3.1 ATSSS solutions 

 
There are three main solutions for ATSSS, which are under the study in 3GPP. 

 

5.1.3.1.1 Solution 1: Proposed architecture framework for ATSSS 

In terms of architecture requirements for this solution, the proposed ATSSS 
architecture framework: 

1. Shall support untrusted non-3GPP access, NG-RAN and E-UTRAN.  
GERAN and UTRAN are not supported.  As part of untrusted non-3GPP 
access, WLAN access shall be supported. 

2. Shall support simultaneous connections of an UE via multiple access 
technologies. 

3. Shall support separation of control and user plane functions. 
4. Shall support IP (IPv4 & IPv6) and Ethernet PDU session types 

http://www.3gpp.org/DynaReport/23793.htm
http://www.3gpp.org/DynaReport/23793.htm
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5. Shall reuse and align as much as possible with the Release 15 architecture, 
reference points and functional capabilities in 5GS as stated in TS 23.501 
and the procedures as stated in TS 23.502. 

6. Shall support roaming. As part of roaming, the architecture shall support 
both local breakout and home routing scenarios. 

7. May support traffic usage reports from UE and ATSSS user plane entity to 
the ATSSS control plane of the core network to enable ATSSS control plane 
to get an end-to-end view of traffic performance over multiple access 
networks in order to dynamically manage ATSSS operations over these 
accesses. 

Figure 8 depicts the initial high level ATSSS architecture for the non-roaming 
case. 

UE
Untrusted Non-

3GPP Access

3GPP

Access

Data

Network
N3IWF

UPF

AMF
SMF PCF

AF

AUSF
UDM

N2

N3

N3

N2
N14

N1
N15

N6

N4

N13

N12 N10N8

N5N7N11

N9

Y1

Y2N1
NWu

UE-AT3SF

UPu-AT3SF

CP-AT3SF PC-AT3SF

UDR-AT3SF

N25

UPc-AT3SF

  

Figure 8 ï Initial high level view of non-roaming ATSSS architecture  

Figure 9 depicts the ATSSS roaming architecture in the case of LBO with N3IWF 
in the same PLMN as 3GPP access (assumed AF resides in VPLMN). 
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Figure 9 ï Roaming ATSSS architecture ï LBO scenario with N3IWF in same the 
PLMN as 3GPP access (assuming AF resides in VPLMN) 

 
Figure 10 depicts the ATSSS roaming architecture in the case of HR with N3IWF 
in the same PLMN as 3GPP access. 
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Figure 10 ï Roaming ATSSS architecture - HR scenario with N3IWF in same the 
PLMN as 3GPP access 

The following functional elements of the architecture shown in Figure 10 are 
described in TS 23.501. Procedures are for further study and the use of the 
access metrics at the UPc-AT3SF is also for further study. 
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5.1.3.1.2 Solution 2: Support of Multi-Access PDU Sessions 

A Multi-Access PDU (MA-PDU) session is created by bundling together two 
separate PDU sessions, which are established over different accesses. 
An MA-PDU session is schematically illustrated in Figure 11. It is composed of 
two PDU sessions, referred to as "child PDU sessions"; one established over 
3GPP access and the other established over untrusted non-3GPP access (e.g. a 
WLAN AN). 

 
 

Figure 11 ï Illustration of a Multi-Access PDU session with two child PDU sessions 

An MA-PDU session realises a multi-path data link between the UE and an UPF-
A, as shown in Figure 11. It operates below the IP layer and it is transparent to the 
IP layer and all layers above the IP layer. 
An MA-PDU session can be established with one of the following procedures: 

(i) Established with two separate PDU session establishment procedures; one 
of each child PDU session. This is called "separate establishment". 

(ii) Established with a single MA-PDU session establishment procedure, where 
the two child PDU sessions are established in parallel. This is called 
"combined establishment". 

The child PDU sessions established with any of the above procedures have the 
same IP address. 
After a MA-PDU session is established, SM signalling related to this MA-PDU 
session (e.g. for modification or removal of a child PDU session, etc.) can be 
conducted over any of the available accesses of the MA-PDU session. 
It is expected that the UE discovers the support of ATSSS for a PDU session 
upon attempting to establish the MA-PDU session. Additional changes to the 
existing "UE Requested PDU session establishment" procedure are for further 
study. 
It has to be noticed that the advantages of the combined establishment versus 
the separate establishment should be further analysed, considering also failure 
scenarios and further details of the "UE Requested MA-PDU session 
establishment" procedure (including PCC, QoS, handover and user-plane 
aspects) are for further study. 
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 Steering Mode Comments 

#1 

 

 

Active-Standby steering: All (or some of) the traffic of the 
MA-PDU session is sent to one access only, which is 
called the "Active" access. The other access serves as a 
"standby" access and takes traffic only when the active 
access becomes unavailable. When the active access 
becomes available again, the traffic is transferred to the 
active access. 
The active access can be defined when the MA-PDU 
session is established and can either (a) remain the same 
during the lifetime of the MA-PDU session or (b) can 
change during the lifetime of the MA-PDU session. 
- Benefit: The MA-PDU session can provide enhanced 

continuity. Traffic can be switched from the active 
access to the standby access and vice versa with 
minimum or no signalling. 

- Complexity: Small. 

#2 

 

 

Priority-based steering: The two accesses are assigned 
a priority, e.g. during the establishment of the MA-PDU 
session. All traffic (or some) of the MA-PDU session is sent 
to the high priority access. When congestion arises on the 
high priority access, new data flows (the "overflow" traffic) 
are sent to the low priority access. In addition, when the 
high priority access becomes unavailable, all traffic is 
switched to the low priority access. 
If needed, it could be possible to change the priorities of 
the accesses during the lifetime of the MA-PDU session. 
- Benefit: The MA-PDU session can provide enhanced 

continuity and increased bandwidth (because both 
accesses can be used simultaneously). 

- Complexity: Requires the UE and/or the network to 
determine when congestion arises on the high 
priority access. This may be a complex task. 
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#3 

 

 

Best-Access steering: The same as the Priority-based 
steering but with the following difference: The high priority 
access is the one that can provide the best performance, 
e.g. the one with the smallest RTT. In this case, the high 
priority access is not pre-defined (as in Priority-based 
steering) but it is estimated in real-time and can change 
dynamically. 
- Benefit: The MA-PDU session can provide enhanced 

continuity, increased bandwidth and better 
performance (compared to Priority-based). 

- Complexity: Requires the UE and/or the network to 
estimate the best access and to determine when 
congestion arises on the best access. This may be a 
complex task. 

NOTE: The best access could be estimated by the 
network by using Access Measurements as 
those considered in Solution 1 (see TR 23.793, 
clause 6.1.2.1) or by using a Path Performance 
measurement function as the one considered in 
Solution 3 (see TR 23.793, clause 6.1.2.1). 

#4 

 

 

Redundant steering: All (or some) data flows are 
transmitted on both accesses in order to increase 
reliability. 
- Benefit: The MA-PDU session can provide very high 

data reliability (i.e. very small packet error rate) and 
session continuity. 

- Complexity: High - The receiving side should be able 
to detect and discard duplicate packets. For this 
purpose, the sending side could append sequence 
numbers to the transmitted packets. In addition, to 
provide in-sequence delivery, the receiving side 
should be able to buffer and re-order the received 
packets. 

 

#5 

 

 

Load-balance steering: Each access receives a 
percentage of the data flows transmitted via the MA-PDU 
session. Each access is assigned a weight factor (e.g. 
50%) and receives a percentage of the MA-PDU session 
traffic corresponding to this factor. 
In a 50/50 load-balancing, the overall traffic of the MA-PDU 
session is equally split across the two accesses. In an 
80/20 load-balancing, about 80% of the overall traffic is 
sent on one access and 20% on the other access. 
- Benefits: The MA-PDU session can provide 

bandwidth aggregation with a certain load balancing 
ratio. 

- Complexity: Relatively small - There is no need to 
assess the transmission performance on every 
access. 
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Figure 12 ï Steering modes for traffic distribution in a MA-PDU session  

 

5.1.3.1.3 Solution 3: TFCP (Traffic Flow Control Protocol) based architecture framework 
for ATSSS 

In terms of the architecture requirements for this solution, the proposed ATSSS 
architecture framework is shown below: 
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Figure 13 ï ATSSS architecture 

The ATSSS Policy Control function in PCF defines the following policies 
according to the application-specific information, the UE subscription data, user 
preference, local policy or any combination of them. 
If any of the above example aspects needs to be standardised, it is for further 
study and whether path performance measurement impacts the traffic distribution 
are for further study too. 
In the 5G-Xcast core architecture ATSSS is implemented by a multilink solution. 
Procedures for ATSSS with multilink are described in D.4.3. Multilink almost 
works in accordance with ATSSS architecture (Solution 3). 

The main steps in the multilink ATSSS at the IP layer are: 

1. Evaluate in real time the changes in application-level performance of each 
link (e.g. ñgoodputò, latency, jittery behaviour) in each of the relevant 
directions (e.g. uplink, downlink). 

2. Evaluate the total available ñgoodputò at each point in time. 
3. Based on the evaluation and content delivery strategy, one of the following 

alternatives will be provided: 
a) To select an access network for a new data flow and send the traffic of 

this data flow over the selected access network. 
b) To move all traffic of an ongoing data flow from one access network to 

another access network in a way that maintains the continuity of the 
data flow. 

c) To split the ongoing stream of content-to-be-delivered to all available 
links according to the performance of each link (i.e. not ñoverloadò any 
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of these links). Note that there are scenarios where some content may 
not be delivered to all terminals. 

4. Buffer is necessary at the UE side to accommodate out-of-order packet 
arrival, missing packets etc. 

5. If content was split, to combine it from multiple links into one common 
stream on the UEôs side. 

6. In some cases (e.g. live video), it is possible to add an integrated video 
encoding process which outputs a live encoded or just-in-time transcoded 
video stream that adaptively matches the momentary performance of the 
multiplicity of virtually bonded links. However, this is not one of the primary 
scenarios in the 5G-Xcast project. 

Multi-link ATSSS is currently considered only for unicast streams, bringing 
together distinct unicast connections to support a stream, but it is suitable for 
multicast and broadcast in some use cases, especially for object-based 
broadcasting, seamless transitions between different coverage areas etc. The 
performance of each available link is measured between NR and Multilink 
middleware by exchanging the information. Therefore, simpler (in the sense that 
it has no feedback measurement mechanism) multicast or broadcasts over a 
common set of links lacking measurement information will not work in many 
cases. 

 

5.2 Ongoing Work in Broadband Forum 

In parallel to the work in 3GPP and in liaison with it, the Broadband Forum (BBF) is also 
carrying out a study on 5G Fixed Mobile Convergence in the Wireless and Wireline 
Convergence Work Area in order to explore how a Wireline Access Network, defined by 
the BBF can be integrated into a 5G core, defined by 3GPP. One key objective is to 
provide the 3GPP with the necessary requirements and architectural enhancements that 
need to be incorporated into their architecture. 

To that purpose, the BBF has so far defined two approaches to support fixed network 
access into the 5G architecture: 

¶ Integration ï the 5G core network delivers all functions required to support a wireline 

access network, including user profile information, authentication and session 

management. This option requires modification to the Residential Gateway as well 

as some adaptation of the Wireline Access Network in order to support integration 

with the 5G core. The adaptation of the Wireline Access Network is expected to be 

achieved by either the deployment of a 5G Access Gateway Function (AGF) 

alongside existing Wireline Access Node or by full integration of the 5G AGF within 

existing Access Nodes. How this would be achieved is currently under discussion. 

 

¶ Interworking ï the Wireline Core Network continues to provide most of the existing 

functions (e.g. subscriber management or session management) but enables some 

convergence with the 5G core through the Fixed Mobile Interworking Function 

(FMIF). This solution provides an interim option for broadband network operators not 

wanting to migrate all of their subscribers to the 5G core, or modify their existing 

Residential Gateways and/or Wireline Access Network nodes, whilst allowing them 

to deliver some convergence capabilities. 
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As mentioned previously, this work item is still being progressed in Wireless and Wireline 
Convergence Work Area in the BBF and the output will be fed into 3GPP standards to 
be incorporated into phase 2 of their 5G technical specifications.  

 

Key 
RG ï Residential Gateway 
AGF ï Access Gateway Function 
FMIF ï Fixed Mobile Interworking Function 

 

Figure 14 ï Broadband Forum 5G Fixed and Mobile Convergence Study 2 

 

To explore the BBF converged architecture in more detail, a recent liaison statement was 
shared from BBF to 3GPP outlining their proposed architecture for convergence: 

 

 

Figure 15 ï Broadband Forum Convergence Architecture 

Architectural Options: 

                                                
2 Figure reproduced with permission from the Broadband Forum. 
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(1) Fixed Wireless Access (5G-RG) ï The 5G-RG is connected over the NG-RAN. 

(2) Integration in Direct Mode (5G-RG) ï The RG is connected over the wireline access 
network. An Access Gateway Function (AGF) mediates between the wireline access 
network (aggregated at layer 2) and the 5G core network, based on N2 and N3 
interfaces. The 5G-RG is able to register directly with the 5G core network based on N1 
interface. For this reason, the AGF is said to integrate the session in ñdirect modeò. 

(3) Integration in Adaptive Mode (FN-RG) ï Similar to (2), the RG is connected over 
the wireline access network and the AGF mediates layer 2 traffic with the 5G core 
network based on N2 and N3 interfaces. However, FN-RG does not support N1, so the 
AGF acts as end point of N1 on behalf of the FN-RG. The AGF is said to integrate the 
session in ñadaptive modeò. 

(4) Interworking (FN-RG) ï The session is managed by a BNG. Services that are based 
on 5G core network are passed to the 5G core via a Fixed Mobile Interworking Function 
(FMIF). The FMIF supports N2 and N3 interfaces to the 5G core network. Since the FN-
RG does not support N1, the FMIF acts as end point of N1 on behalf of the FN-RG. 

(5) Coexistence (FN-RG) - This is not a converged session model, as these sessions 
are not part of the 5G core network. However, coexistence is required to allow services 
that are not supported by the 5G core network to be available in a converged service 
provider network. Coexisting subscriber sessions are managed only by the BNG. When 
the wireline access network is shared between converged sessions (see models (2), (3), 
(4)) and coexisting sessions, the AGF / FMIF may need to be aware of the coexisting 
sessions, in order to offer an accurate traffic management in the wireline access network. 

 

 

5.3 Network Slicing  

Addressing the requirements of 5G services (e.g. Ultra-Low Latency, Ultra High 
Bandwidth, Massive IOT, etc.) on a single converged network presents a huge challenge 
for operators. Network slicing enables operators to create multiple virtual networks 
dedicated to different services/service types in order to address those requirements.   
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Figure 16 ï 5G network slices implemented on the same infrastructure [1] 

There are a number of key drivers for Network Slicing: 

¶ Rapid deployment of new services 
o Need to deploy new services with no disruption to existing ones. 
o Agility is required to compete and meet market demand. 
o NFV and SDN enable orchestration across slices. 
o End goal is fully automated deployment of new network slices. 

¶ Support for different operational models 
o Different SLAs (e.g. security, reliability etc.) may require isolation between 

different slices. 
o Slicing can be done on a per service-type or even for individual 

customers.  

¶ Conflicting functional requirements 
o Some functional requirements may be mutually exclusive, e.g. high data 

throughput versus low latency or highly-mobile versus fixed access. 
o Optimisation of each slice for the specific functionality required (e.g. slice 

supporting UEs with no or low mobility). 
o There may be alternative approaches to meet this particular goal (e.g. 

flexible anchor points, early detection of mobile devices etc.) 
  

 

Figure 17 ï Complexity of End to End Network Slicing 

As shown in Figure 17, end to end network slicing may incorporate the following: 

¶ Dynamic and flexible radio slicing. 

¶ Backhaul transport slices integrated with core and radio. 

¶ Partial slicing and sharing of common functions across slices in the core network. 

¶ Slices across different administrative domains (e.g. for roaming). 

This presents a number of challenges for management and orchestration in regard to 
end-to-end slicing: 

¶ Multi-domain end-to-end management and orchestration. 

¶ Automation in the deployment and management of slices and resources. 

¶ Machine learning and artificial intelligence. 

¶ Real-time monitoring, fault detection, solution detection and self-healing.  














































